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PROCEEDINGS

CHAIRMAN JACZKO: Well good morning everyone. The
Commission meets today to receive a briefing on the digital instrumentation and
control systems. In recent years, actually | think going back to about 2006, we
began a process to really shore up our regulatory infrastructure to ultimately
develop the necessary technical expertise, licensing processes and safety
oversight approaches for digital instrumentation and control systems. These
digital systems offer the potential to improve performance and safety but | think
those benefits will only be realized if the systems are properly designed and
ultimately successfully implemented. | want to commend the staff for their
excellent work on digital 1&C issues particularly in developing sound guidance to
help licensees and applicants meet our safety requirements.

We have come a long way | think from the first meeting that the
Commission had on this issue in 2006. We’ve developed a very robust
infrastructure; have completed work | believe on almost all of the task working
groups that were set up to deal with these issues. And so | think today presents
a very different picture than from where we were five years ago. But this is
certainly an area given the importance of these systems and the continuing
obsolescence of existing analog systems, that’s an area where it is important to
continue to work and ensure that we have an appropriate process and a process
that keeps up with the rapidly changing pace of systems in this area. So | look
forward to the presentations today and offer my colleagues an opportunity to
make any remarks.

OK, great, we will begin then with Keith Paulson who is the senior

technical manager at Mitsubishi.
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MR. PAULSON: Thank you very much for this opportunity.
Mitsubishi appreciates the hard work that the Commission has put in on their
design over the course of the several years that we’ve been working with them
on this. And also for the fact that they’ve been very frank and open and although
have not given us indications of what they would like to see in the design, they
always comment effectively on our designs and have pointed us in better
directions as we move forward. And | think we’re making good progress as an
overall statement with respect to our review, so thank you.

First slide | would like -- just a brief history review, | don’t want to
spend much time on this because | recognize that some of this is familiar to you
already. But | did want to point the progression with respect to I&C activities.
Mitsubishi started the process of being interested in submitting a design control
document in 2006. We came to the staff early in 2006, | don’t remember the
exact date but it was around March or April in that timeframe, to identify our
interest in using the USAPWR design which is a derivative of the APWR in Japan
and using that as a basis for future U.S. plants. We had no customers of course
at the time and that was an issue that we had to deal with.

In November of 2006, Mitsubishi gave its first I&C presentation to
the NRC staff. And this was a series of what we call pre-application reviews
where we were trying to introduce the design to the staff and show not only the
consistency of the design with respect to designs that they were used to seeing
in the U.S., but also to provide an opportunity to show some of the differences
and some of the places were actually in Japan they moved ahead and I’'m going
to get more into that later on. Take that as just a note if you want to talk about it

more later on, we can do that.
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In March of 2007, we presented a series of topical reports on 1&C,
in fact throughout 2007 even before March we had provided some of our topical
reports. We felt that the topical reports approach was very important for us
because of the need to demonstrate first of all the sincerity of Mitsubishi, it's
capability of building a nuclear power plant but also some of the advanced
technologies that have been introduced in the Japanese design that maybe in
Japan anyway a bit ahead of what has happening in the United States. The
topical report was our avenue of doing that and hopefully getting some of these
issues that are normally required to move forward in a design control process,
design certification process, getting those out of the way as early as possible.

As you can see that first year although we submitted roughly 12
topical reports, a third of those were devoted to I&C in one way or another, three
of them they’re listed here and in the software program manuals, which we
provided in December. And in that same December timeframe we also
submitted our design control document for review and approval.

We received in February 2009, the first RAl's for the design control
document on 1&C and began wandering through the magic land of I&C approval
with the NRC. Next slide, thank you.

The early review of the Mitsubishi systems in general of the DCD
but specifically the 1&C, was impacted, it started out slowly but was impacted for
some obvious reasons. I'll have to say the staff was very honest when we came
in and talked to them about moving forward with the design control document
indicated that you guys were pretty well booked at that time with other reviews
and we were coming in late without customers | am add. And that was almost

two negatives that we had to overcome along the way. We recognized that and
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did our best and continue to do our best to take account of that and recognize
that in the process that’s going on in the review. So Mitsubishi’s position, was
pretty low ranking at the time.

We also had because of the availability of the reviewers and one
time, a couple time change in the review team, that also had some impact
because there’s a natural bringing up to speed so to speak of the new
individuals. However, I'll have to admit that was aided and improved significantly
by the NRC because they did have one reviewer, senior technical reviewer, that
was part of the process the whole time and that does make a difference in terms
of minimizing the impact of that relearning or learning process to get up to the
same level of knowledge as the previous individuals.

So if | had to identify a status on this | would say, there has been
substantial improvement from our point of view. We've had many, many good
technical meetings over the course of the last six months. Not that they weren’t
before that, but we’ve been able to focus more on what the specific issues are
with respect to the design that Mitsubishi is providing. And we’ve had a number
of meetings over the course of the last couple of months that you may be aware
of that have focused specifically in those areas and I’'m going to next identify
some of those areas that have been the primary focus areas for the Mitsubishi
design.

Current issues impacting the pace of Mitsubishi’s review are
primarily two and these probably won’t be too surprising to you, maybe the most
surprising will be the first one, this is the process of developing a satisfactory
software program and in our case software program manuals since we have one

for our platform also. And having a basis for that we readily admitted that we
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were behind in terms of understanding what that specifically required and it took
us a couple of times to kind of get what was being looked for. The staff was also
clear that they were looking for more than we had provided in the first couple of
tries that we had. And finally after seeing templates that had been provided to
other suppliers that had been approved, it helped us at least in the process of
moving forward from that point in time. And, in fact, this month we have provided
a third try at software program manuals, and have had a basic level of
understanding on our part and an acceptance by the NRC part that at least in
some of the samples that we have provided, we’ve reached the right level of
information in the software program manuals. So there’s has been a good
process there where although it took a little bit of learning on our side and using
some past history that had been developed by some of the other suppliers we
think we’ve made progress there in where we want to be.

Next slide. The second issue is a fun one and that is the time
required based on the design that Mitsubishi had presented in the design control
document was complicated, it was complicated for a number of reasons.
Probably the two that were most significant was we had what we called an
engineering tool attached to the primary system which was continuously
operating which gathered information about the reliability and availability of
certain systems. And we thought that was valuable to have on a real time basis
but it does complicate it because it's not a safety level system.

The second area was that our operational VDUs use a bi-
directional approach rather than a mono-directional approach. So we had two
issues that the staff believed were complicating the design and could cause

significant delays in the overall review. From a status point of view, we’ve made
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modifications in the design. Those modifications we think provide the basis for
moving forward even though we have not completely eliminated the bi-directional
aspects. We have prevented we believe in the design any possibility of the
control of spurious signals from interrupting safety systems and that's what's
being reviewed right now. Although we have no final indication from the NRC,
they are reviewing it and have been at least positive with the progress that we're
making in this area.

OK, I would like to move on now quickly to lessons learned. | think
that there are a number that we can use and | also will try to take lessons learned
and move forward with respect to some possible benefits that those lessons
learned may have taught us and some ideas on things to be doing in the future.
As you know the issue of digital I&C is not digital I&C systems for control and
protection are not new; they’ve been around for many, many years and have
been in the review process for many years to the point that the staff took an
aggressive move with the interim staff guidance activities for interdivision data
communications for defense-in-depth and diversity and the licensing process and
putting those into a process that now provides good guidance with respect to
moving forward on I&C designs. The lessons learned there we believe is from
our point of view anyway, we believe that these ISGs were meant to fast track
the I&C approval process. Probably hasn’t happened yet, but that is certainly a
good start and one of the things that we’re hoping to look for are ways of taking
advantage of what exists today as a broad knowledge with respect to 1&C and
how to move forward with respect to actually achieving the fast track.

Just a couple of other quick ones, a concern of ours because | think

it has happened to us, but also possibly to some of the other suppliers and that is
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because of schedule pressures with respect to customers and so forth, maybe
we’ve made decisions that weren’t the best to simplify our systems in order to
move the regulatory process forward. | don’t want to get into that too heavily but
it's something to keep in our minds | think as we move forward with additional
evaluations of how to make the review of I&Cs more complete and maybe faster
with respect to moving forward with some of these issues like bi-directionality and
of course from our point of view the definition of what is necessary from a
software program manual point of view and the level of detail that is necessary in
that document.

And the last lesson learned that | want to mention is that from the
point of view of how the staff and Commissioners of course look at 1&C as an
important issue. And | was interested in your opening comments that you did
focus on operating plants as well as new plants. | think that’s an issue with
respect to how staffing in the future from your point of view, and the importance
of | think an issue that is going to be difficult for the industry to deal with as we
deal with obsolesce. So let me move on from that, | wanted to mention just a
couple of quick things about the Mitsubishi design that --

CHAIRMAN JACZKO: I'm going to ask you if you can wrap up, |
think you’re on your last slide so if you can try to wrap up so we can keep it
moving.

MR. PAULSON: Mitsubishi has already implemented digital 1&C;
that’s a benefit so there’s a complete design available. The Japanese regulatory
activities have been completed basically for the design. That doesn’t mean that
it's something that the NRC doesn’t have to worry about but clearly it provides a

basis because they use many of the same bases for evaluation although the
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10
process is different but things like IEEE and so forth are fundamental in their
design process. And availability of complete design information should help
future activities.

Just two as | said, fast tracking on the last slide, this is some of the
areas to address or possible areas that could be addressed that as to rekindle
the ISG efforts using the information that we have complete design and so forth,
using risk informed decision making as a basis for making decisions rather than a
more deterministic approach, using the complete design information that exists in
the industry now as looking for ways of getting beyond the DAC process and
looking more at the ITAAC process for acceptable design whether it's by bi-
directionality or uni-directionality. Prudently expand the staff to look at what’s
happening with respect or what could happen in the future with respect to
activities both on the operation on the new plant side. To focus based on
industry commitments focusing on independently not collaboratively and in this
new plant area, and the last is a point | want to be considered and | hope that
some of the other analyst pick up on this is to reconsider the operating plan
upgrade requirements to focus on front loaded risks rather than what seems to
be a risk that’s loaded later in the process, which is not true of the Part 52
process.

CHAIRMAN JACZKO: Thank you.

MR. PAULSON: Thank you.

CHAIRMAN JACZKO: Ill now turn to Thomas Sliva, vice president,
New Plant Project Management and Construction at Areva.

MR. SLIVA: Mr. Chairman, thank you, we're pleased to be here

with you again. When | listened to Keith’s comments on Mitsubishi’s design
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experience with new plants under Part 52 in the design certification process it
very much parallels Areva’s own when we started on the relatively long road to
the acceptance of our digital design for new reactors. And we were really looking
at the 2006 benchmark taking to heart, you know, the industry goal. Total
industry goal with an emphasis on review that would be stable, predictable and
would be done in a timely fashion; and | think in 2006 everyone agreed that was
possible, everybody agreed that digital technology was a good thing and its
application to the commercial nuclear industry would also be a good thing.

We started our design with digital technology, not just looking at it
as a replacement for the analogue systems where we were going to digitize the
existing analog configuration. We really wanted to take advantage of digital
technology to enhance those systems and provide some functionality that the
analog predecessor couldn’t provide. Along that way we realized that there were
several difficulties in communicating with the regulator on how digital technology
fit into the paradigm of safety, how digital technology could be demonstrated to
be proven to be as effective and reliable as analog technology.

And in April of 2006 after starting the process very much in the
same fashion as Mitsubishi did in the submittal of topical reports in preparation
for the submittal of the design certification in 2007, we started frequent
interactions with the staff to try to explain the details of our digital design, how
that digital design relates to the analog components that it was supposed to
replace and how that visual technology was inherently safe and that the futures
being introduced by that technology would improve the overall reliability,
effectiveness of control and potentially the safety of the plant. Along a path very

similar to Mitsubishi, we worked with the staff on trying to finalize the end goal.
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What did we have to demonstrate with the detail of the design, where the design
was coming from and how it functioned in order to give the staff the comfort to
make a safety determination. And along the same time line as Mitsubishi we
reached some conclusions on the complexity and how to simplify our design,
basically a two step process that really concluded in the summer of 2010, where
we felt we had reached equilibrium with the staff, where we simplify our design,
where we did offer solutions or we felt we offered solutions to the staff on some
of the issues they felt were extraordinarily complex in looking at digital
technology. And I think we reached a basis of understanding of how to proceed
forward with the review. When we go to the next slide, our slide 3, again —in
new reactors | found we loved timelines, you know, it's running a marathon, not a
sprint. Part of what we struggle with with the staff, and | think with the
Chairman's comments, we have improved the guidance. But the guidance has
been issued during the review process.

So, | think it forced both the reviewers and the designers to make
some mid course corrections that perhaps challenged the timeliness of the
review, perhaps put issues on the table that were not considered when the
review process was started in its infancy in 2006.

And this timeline shows, basically, the issuing of the guidance,
which | also agree with Keith and with the Chairman's assessment, that it's
basically very good guidance; it helps clarify the positions on digital 1&C, but
if you look at the timeline, much of the guidance was issued during the review
process. | think that with the change of personnel both on the staff and
sometimes in our design organization impacted the timeliness of the review,

added some confusion points, and | think they made more difficult to solve the
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issue of complexity of digital system systems, and how they related to the analog
systems that by virtually being analog, were relatively more simple.

We lost ground every time there was a change in guidance, lost
ground every time there was a change in reviewer, lost ground every time we
had a design change with one of our designers here. So, | think that also
contributed to the length of time. What we have found is that to keep pace with
that it really did require frequent interactions with the NRC staff, which the staff
has responded to. And we went to monthly meetings and then weekly phone
calls to review process and closure plans, and how both the staff reviewers and
our designers were progressing on the closing of digital 1&C issues.

Again the frequent interactions, | think, by and large, were good. |
think they were caused by a shifting mosaic, we didn't start with a well defined
endline; it started with a goal of what that endline would be, and in the process of
clarifying what that endline should be, there were the mid course corrections
necessitated along the lengthy review process.

Right now, we're at a path again, in strikingly similar fashion, to my
colleague from Mitsubishi, where Areva’s design is working towards we think final
closure.

We have agreed with the staff that the final items that need to be
demonstrated in design for the staff to make a safety determination. We have
committed, in a letter, when we would submit the appropriate design material.

I'm happy to say, at this point in time, even though there are slight corrections, in
that closure plan, from Areva’s standpoint, we are on schedule for delivering the
promised technical information per commitment.

Some of the sticky problems, again, and | think this shows
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consistency in where we are in digital technology, are very similar to Mitsubishi’s
in our design where we're really struggling with the resolution of criteria for the
correction of the service unit.

We have proposed a solution to the staff that doesn't have constant
two-way communication involved with this service unit device, we think that will
be proven acceptable to the staff's requirements for this, but again it's a similar
issue to what our colleagues had on two-way communications.

We are also struggling with the level of detail required under Part
52 to validate the design in the design certification process. How much detail
does it require the reviewer to make a safety determination on the design,
recognizing that perhaps the designs is not 100 percent complete at the time of
its review.

So, we're working with the staff on adjusting this. Like our
colleague, we are struggling with the level of detail that we are going to have to
provide to close out the I&C issue and get a determination on the safety of our
system for the new plants.

The issues | think, across the board are the same. The defense-in-
depth issue is very key to our conclusion of the design, where we recognize
analog backup in not required, however, demonstrating that the digital
technology in and of itself in the configuration presented, does provide diversity
in defense-in-depth, as a challenge on how to sort through and right now we're
working on that as a part of our closure can.

Of course, we're making preparations to go with the staff, as
requested, and present to the ACRS once we have finalized our closure plan on

the digital design. | think, you know, the most perplexing thing that we come up
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with when we look at closure, is the level of detail required to make sure that as a
regulator you’re comfortable with the technology being presented, and that it
satisfies the safety criteria that are outlined in the different forms of guidance that
we're working to. | think that's the biggest challenge in front of us and the staff as
we push the Areva I1&C design and design certification to closure.

In closing, | would like to say, digital technology, is, we think,
somewhat magical. It does provide opportunities for functionality and reliability
that we believe, were not available in analog predecessors. Digital technology,
we feel, for the entire industry is important because of the obsolescence issues
faced in older analog systems and the fact that the rest of the world is reliant
upon digital technology. It's now the standard across the board in every industry
in the modern world.

So, right now we are committed at Areva to working closely with the
staff on the closure plans. We are committed to ensure that we close out the I&C
issues in an effective manner. And what we want to do in that effort, as we close
out our existing 1&C issues, is to preserve the potential for digital technology, to
improve the functionality, reliability, and potentially the safety of the plants, and
still achieve a design that's understandable and meets safety requirements as
put out in the various forms of guidance by the Nuclear Regulatory Commission.

So, | thank you for the opportunity to speak and look forward to
working with you on the final closure of the 1&C issues on new reactors and
design certification.

CHAIRMAN JACZKO: Thank you. And I'll turn it to Tom Ray, who
is the Engineering Manager at Oconee Nuclear Station.

MR. RAY: Thank you for allowing to me to speak today. I'm Tom
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Ray, the engineering manager at Oconee Nuclear Station. I'll talk specifically
about the implementation of our reactor protection system and engineered
safeguards. | know it's of great interest in industry as far as Oconee’s progress
on that.

Current project status, this is the 13" digital project that we've
performed at Oconee. The SCR was approved in January 2010, just over a year
ago. Implementation for RPSES, as we called it for unit 1 in April, 2011 -- April 2,
to be specific is when we actually start the implementation project. Unit 3 will be
in April 2012, and Unit 2 will be in October, 2013.

We tried to put a year between each of the implementations to allow
us to plow lessons learned back into the project, so we don't end up having to
quickly make changes on those types of things. Since the SER was approved,
we've completed all design packages. Site acceptance testing was completed on
Oconee Unit 1. Unit 3 site acceptance testing will begin in June of this year,
immediately following our outage. All installation procedures have been
approved and post-modification procedures have been developed.

Looking specifically on Slide 3, on our testing activities, factory
testing activities was performed prior to the issuance of an SER, due to the
needs to incorporate the results of factory acceptance testing into the SER to
demonstrate the design capabilities of the system. The site acceptance testing
mirrored the scope of the factory acceptance test. We did use a slightly different
method as in we provided inputs and tested it all the way through to the final
output, to demonstrate the diverse methods of testing the system. The site
acceptance testing simulated the inputs and then the outputs were actually

monitored on a operator aid computer, an enunciated panel, indicating lights and
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measured outputs signals so we did a full string test at the site acceptance
testing.

The SAT procedures had to develop steps to specifically identify
acceptance criteria that needed to be met in order to consider the system
acceptable for use. The site acceptance criteria testing, actually tested the
system, from all conditions from cold shutdown all the way up to 100 percent
power-- we didn’t just test it at a full power situation. And our site acceptance
testing was observed by Region Il inspectors.

On slide 4, looked specifically at our operations and maintenance
activities, classroom training was developed for our operators and our
maintenance technicians, for our I&C technicians we had to do three weeks of
classroom training, an additional two weeks of qualification -- task qualification
work was performed for those technicians to get them fully qualified on the new
system. Our system engineers attended the maintenance training, classroom
training, with the maintenance technicians, so they could sit side by side, hear
the questions, see what types of issues that they looked like they were going to
have going forward and be prepared for those who have issues once we put the
system into service.

Training was specifically based on the type of work each group of
would be performing on the system. Maintenance actually looked at
troubleshooting activities: how the system operates, the types of troubleshooting
activities you can do on the system, what types of outputs or diagnostic
information the system provides. Same with the system engineers. Operator
training focused more on operating of the system and types of failures that the

systems could see.
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All the operations and maintenance procedures have been
originated and validated. They're currently in engineering for a qualification final
review. For the operator training, we have -- at Oconee, we have recently
installed a second simulator, so we have two simulators. One of the simulators
was upgraded with the new RPSES system. It has capability of swapping back
and forth between the old system and the new system. So, we are in the
process of training all of our operators on the new system. And all of that training
will be completed prior to the shutdown implementation.

MR. RAY: Slide 5. Specifically on the maintenance activities. For
maintenance training, we procured a training simulator, it cost us about $1 million
to do that but we saw a lot of advantage on that. The maintenance technicians
provided a lot of feedback on that simulator. Simulator not only allows them to
do training, but actually put their hands on the system, and so they can actually
match it up with classroom training.

The training simulator is the full channel for the alpha channel, and
then the other three channels are simulated so they have a full channel with all
the components to be able to work with it. Not only does this allow us to do
training upfront before the system is installed, after the system is installed and
operating, should we have issues with the system, it'll give us a training simulator
that can go do “just in time” training on priority and troubleshooting activities.
When we develop troubleshooting plans for any issues that we have with the
system, we'll be able to take those to our training simulator and actually run them
through the training simulator to look at issues such as proximity of components,

and what problems that can cause, how we'd actually take parts of the system in
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and out of service, and the like, such that it’s all done in a training environment
prior to actually getting on the actual system.

We've currently trained about 20 1&C technicians and they will be
fully qualified prior to implementation which starts in two months. All the training
on the current system is on site and fully set up in a training environment. At the
end of February, it will be packed up and then moved to the station in preparation
for implementation in April.

On Slide 6, you see that in the SER there’s about 40 inspector
follow-up items that are outlined. The inspector will follow up on — broken down
into six key areas -- we'll have follow-up activities associated with software plans,
the maintenance software plans, and any training that we do for the software,
and the installation and changes that are allowed on the software. We have a
configuration management inspections to -- that will be going on. Key switch
controls is an important one, how we control access to the system both hardware
access and software access.

They will be in looking at our operations and maintenance
procedures, how we’ve outlined them, how we do our testing, how we put the
system in service and remove it from service, and the like. We have a number of
activities that they will be observing associated with our cyber security,
associated with system access control, how we use the test machine, the system
unit interface, the cabinet alarms, how we actually implement actions associated
with how we unlock and get into in any time you access the system will generate
an alarm so that needs to make sure that’s incorporated. Then we'll also have

cyber security self-assessments in audit plans that they will be looking at. And
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the last area we'll be looking at is coming in and observing our post-modification
testing.

With the post-installation monitoring, we have developed directives
to ensure the system engineering is involved early in the design process. We do
that so that system engineers can identify those key functions and make sure
that they have access to be able to monitor. All of our digital upgrades are
considered safety modifications and as a result, by our directives, require post-
installation monitoring plan. That monitoring plan will identify all the activities that
the system engineer needs to monitor in the first year of operation — the first
cycle of operation of that system, to ensure that the system is operating properly.
And then after our first cycle of operations, the monitoring will drop to our
standard system monitoring plans for our critical systems.

Slide 8. Looking at overall how we control our digital processes.
Since 1997, we have had a digital upgrade directive that goes through how to
actually control a digital upgrade. Software configuration management directives
were implemented in 2005, as a result of -- from previous digital upgrades. The
directives incorporate industry operating experience and things that came out of
V&YV activities or verification and validation activities. And the directives have
been updated a number of times, incorporating industry lessons learned around
digital upgrades. At this time, that completes my discussion on the
implementation of our RPSES at Oconee. Thanks.

CHAIRMAN JACZKO: Now, I'll turn to Scott Patterson, who is the
I&C manager at Pacific Gas and Electric.

MR. PATTERSON: Thank you today for the opportunity to speak

before such a distinguished group about a project that's very important to PG&E
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and the industry. My presentation will cover the background -- some background
information on a process protection system replacement project, about where
we've been, where we are in the licensing process, and the challenges that we're
facing.

In 2003, Diablo Canyon established an 1&C obsolescence
management program to address aging 1&C equipment. We selected a common
hardware platform that we could use in many different areas in the I&C world,
specifically for safety and critical control equipment applications. The common
platform has many advantages, but it does create the question of diversity. So,
one question that we had at that time was, “How much diversity is enough?”

We currently have a microprocessor based Westinghouse Eagle 21
process protection system that was licensed and installed in 1994. The system
was installed prior to branch technical position 7-19 and NUREG-6303.

So, another question we had was could we just replace the system
through the 50-59 process since it was a digital to digital upgrade. BTP 19 and
6303, however, did not provide us with enough guidance to understand the level
of diversity that would be acceptable. It was evident that clarification was needed
to determine an acceptable architecture with sufficient diversity, whether or not
we went back for prior approval.

In 2006, PG&E had two meetings with the NRC staff to discuss our
approach and conceptual design. Platform diversity was the main topic, but also
the likelihood of a large break LOCA in conjunction with a common cause failure,
seemed to be very small, so we questioned whether or not we really needed to
add the complexity required to automatically respond to these type of events. At

the time, the only way to get formal feedback was to formally submit a license
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amendment request or a topical report. So, for PG&E, this approach was
considered very risky and expensive. We needed a method of obtaining
acceptance of a conceptual architecture and approach before committing the
expenditure necessary to develop a license amendment that might be rejected.
Slide 3.

Digital upgrades have been a hot topic in the industry and with the
NRC. In 2007, as you know, the 1&C Steering Committee established the task
working groups to address areas of concern that would be beneficial -- where
additional guidance would be beneficial. Task working group number two
addressed the question of how much diversity is enough. And during those
discussions it revealed the issues that concerned both the regulator and
licensee. Participating in that task working group enabled PG&E to better
understand diversity requirements and to develop an architecture that appeared
acceptable to PG&E and the NRC staff. Our experience with the task working
group confirmed our belief that a deterministic approach to evaluating diversity
would involve less project risk than attempting a risk-informed approach.

The ISG-6 Phase 0 pre-submittal meetings were exactly what we
were looking for. Back in 2006, it provided a venue for us to discuss the
conceptual architecture, along with other areas that needed clarification, like
cyber security and data communications. The meetings provided a forum for
open discussion with the staff and allowed us to refine our approach. Formal
feedback was provided for each meeting for several important concepts. They
gave us confidence to move forward. This interaction with the staff was

invaluable to our understanding of the licensing process, what was important
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from a regulatory standpoint, and to reduce our project risk. We submitted our
diversity defense-in-depth evaluation in April 2010, based on these meetings.

Our diversity defense-in-depth topical report is pending approval,
and we are proceeding with application development. We've completed a
conceptual design document, a functional and interface requirement
specifications and those have been approved and issued to the vendors.
Contracts have been let to vendors to proceed with ISG-6 Phase 1
documentation needed for our LAR submittal. We are using ISG-6 to guide us in
determining the information needed to be provided with our submittal. And now
that Revision 1 is approved, we can refine our documentation.

Our next Phase 0 meeting is this Thursday in San Luis Obispo,
California close to our Diablo Canyon, and we’ll be discussing several items
including how to structure and format our licensing amendment report.

So what is next? We expect to have everything completed and
ready for our submittal this summer. We have two vendors involved in our
project, with topical reports that are currently being reviewed. These vendor
topical reports approvals are essential for our project to be successful. In 2012,
we’ll be establishing our ISG-6 Phase 2 documentation, and submitting those
with an expected approval of our license amendment in 2013 to support an
installation in 2014. Slide 6.

Nuclear power is very special and requires more thought to make
sure that all areas of concern are resolved. So it is expected to take longer than
a non-nuclear project. However, if this process is unpredictable and risky, the
utilities will delay replacement beyond maintainable life of installed equipment.

So it’s very important to provide a process that is easy to follow, provides the
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right level of detail of review, and does not accessibly burden either the NRC
staff or the licensee.

So here are some of the challenges that we’re currently facing.
Staying on schedule is the first one. It's always hard to stay on schedule when
you’re depending on resources that are not under your direct control. 1SG-6 took
much longer to get approved than it was forecasted originally because of the
detailed discussions that went on. Vendor topical reports and our diversity
defense-in-depth topical report are taking longer than originally was expected.
There’s also been some internal budget challenges that have delayed key
projects that -- we had one project that had to be installed prior to our process
protection system replacement -- that project got delayed so that also delayed
our process protection system project.

The ISG-6 process has not been refined; it’s just basically come out
in Revision 1, so | expect as us being a pilot plant we will require more interface
with the staff and more information needed than will be necessary in the future
after the process is refined. The required level of detail is, as Areva had
mentioned, is still kind of a question for both the NRC and the licensee. For this
process to be more predictable a better understanding of what information is
required and what level of detail is needed. ISG-6 has attempted to help with
this, so as a pilot plant, that level of detail will be tested.

Budget is another concern. Ultilities have many competing projects
and emergent issues that change the cash flow and affect schedule. This has
been an issue in the past as | said previously, and is currently being challenged
by several emergent issues that come up for the plant. Demand for money for

other critical projects may affect our current schedule. Another area of challenge
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is continuity and availability of resources, and | did hear that in a previous
speaker. The longer the project goes, the harder it is to keep the same
researchers involved. Changing resources requires that they be trained, brought
up to speed and integrated in the process, and along with these new people
come with new ideas, new questions, and that could slow the process down.

Digital upgrades are complex and require a specialized skill set.
Finding enough of the right people to assemble a team and keeping them is not
an easy task. Competing projects also affect resource availability not only for
PG&E, but vendors have the same issue. New plant designs require many of the
same resources, and the opportunities outside of the United States are causing a
resource drain throughout the industry.

To conclude, PG&E tends to communicate lessons learned from
this ISG pilot plant process. And also to provide the most value in making
improvements to the ISG-6, interactive discussions must continue between
PG&E and the staff. That’s been probably the most valuable asset we have had
through these task working groups. The discussions during these meetings are
extremely valuable in achieving the guidance that we currently have. These
critical discussions must continue to get the greatest benefit.

The ultimate goal for PG&E is to replace our process protection
system with a new, more reliable system. In addition, the goal is also to provide
feedback to ISG-6 process, to help improve guidance that will reduce project risk,
and provide a more predictable and stable licensing environment. And it will
improve nuclear safety. That’s all | have.

CHAIRMAN JACZKO: Okay. We will now turn to Gerard

Holzmann who’s at the Laboratory for Reliable Software at the Jet Propulsion
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Laboratory in the California Institute of Technology.

MR. HOLZMANN: Thank you. Maybe, by way of introduction, |
should say that my approach to the issues that are being discussed here is a little
different from that of the previous speakers. I’'m a computer scientist, a software
engineer. That means I'm one of those people who actually enjoys reading code,
and writing code, and analyzing code. I've done so for the last couple of
decades, first in the telecommunications industry at Bell Labs and now at JPL.
And if you study the issues in software development, the number of trends has
very quickly become evident, especially in the last few decades.

One is that there is an exponential increase in the size of software
applications pretty much across the industry, no matter which applications you
look at, whether they are desktop applications or mission-critical applications or
safety critical applications, the size and the complexity of the software is
increasing very rapidly. That’s a very interesting trend for me as a computer
scientist to see and to study the implications of that. The other thing you can see
-- of course, I'm interested in finding ways to develop software that is safe and
reliable. Of course, there are many, many good ways to apply those techniques,
but that means also looking at ways of finding the defects in software. And what
you can see is it seems to be a rule of thumb that most people accept that there
is a relation, seems to be a linear relation, between the size and complexity of
code and the number of latent defects.

Now, a latent defect is a technical term that’s a term for the number
of defects that escape all the testing and checking at reviewing phases that are
normally applied. More rigorous in critical applications than in non-critical

applications. So typical -- latent defects and residual defects are those that you
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don’t catch, so they show up when the system goes in operation. At JPL, of
course we look at deep space missions, the residual defects are the ones that
show up in flight, and that’'s where we don’t want to have them show up. We
want them to show up in testing, in the test beds.

Now, there is a relation between the size of software and the
number of residual defects that we find -- which you can see documented in the
databases that we develop for the missions that we fly. Doesn’t mean that we
can’t fly missions or that all the missions fail, as you know, most missions do
actually succeed. The ones that fail are of the most interest to me, to study why
they fail, especially when they fail because of software, and we have a number of
those types of issues.

Not all missions are developed to the same standards of rigor.
Human-based missions like the shuttle missions, of course, have the highest
standards of rigor and they do see residual defects, and they follow the same
trends that we see in the other applications. | would like to bring up my Slide
number 2 summarizing those issues. One thing that concerns me is that
software test methods that are routinely applied in industry pretty much date from
the ’60s and have not kept pace as much as they should have with the increasing
size and complexity of software. We’re trying very hard to change that, and there
are new developments that are very encouraging, but they’ve not yet been
universally embraced in critical software development. So we’re trying very hard
to change that.

One assumption that we make at JPL when we design missions is
that all software has defects just like any other system components will have

defects. There’s no perfection in hardware, there’s no perfection in software.
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Hardware components have breaking points, they wear out, they have
tolerances, and the better you understand these tolerances and the types of
ways in which components have failed, the more reliable you can make systems
operate. Slide 3.

So software we understand to be a component of a system, and we
have learned in many other disciplines to make reliable systems from unreliable
components. We do that in the telecommunications industry, and send data
reliably over imperfect channels, noisy channels, channels with loss or distortion.
We’'ve learned how to do that; we can build reliable hardware systems by using
redundancy in defense-in-depth strategies, and we can learn to do that in the
software. But, in software these principals are applied very differently because
the types of failures that you see in software are fundamentally different from the
types of failures you see in hardware.

So, software failures, of course we studied that. We’ve collected,
we’ve built databases of software failures in NASA missions dating back several
decades. You see a number of common patterns emerge, and of course it’s
important that you can recognize these patterns because that’s your leverage for
preventing those types of failures going forward. So, many of the failures that we
have seen in the past we can prevent with the proper risk avoidance techniques.
And that spans the entire software development lifecycle, starting with
requirements capture, into high-level design, low-level design, coding, testing,
and mission operations. There are lots of things you can do to prevent defects
from becoming catastrophic failures in operation.

So, one type of defect, on Slide 5, is unintended coupling. So, this

issue has been studied by others. One well-known book that studies that issue is
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by Charles Perrow. He is a sociologist, but he studied the types of failures that
can happen in complex systems, for instance the Three Mile Island near-
meltdown. He studied how these failures come about, and one of his
conclusions was that if you have a complex system, typically many of the
components are designed to be independent. By design they are meant to be
independent, and when failures occur there can be hidden dependencies that
show up and if you have combinations of failures it is almost impossible to
reason ahead of time through the consequences that can occur when a specific
combination of failure happens and introduces certain kinds of coupling.

We see that in our space missions as well. If you look at the most
dramatic types of failures that we’ve seen where we lose missions, generally it is
because of unintended coupling between system components that were never
meant to be influencing each other. So that’s an important thing because if you
now use proper design techniques and proper analysis techniques you can look
for those types of coupling and make them less likely.

Next viewgraphs talks about another common cause of failure in
complex systems, which is risk conditions, and that’s caused by the use of
concurrency, multi-threaded systems, even sequential stand-alone systems that
are meant to be deterministic, the environment always provides an element of
non-determinacy, a concurrent asynchronous agent that can introduce events
into a system that can cause failure. Itis very, very difficult to detect those types
of failure with standard software testing techniques.

Next viewgraph is my last one, and that is basically summarizing
the lessons learned from these observations, knowing that complex, the more

complex they are, the larger they are, the more vulnerable they are to residual



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

30
and latent defects. If we want to claim safety of a system, for instance for a
spacecraft that we want human beings to fly on the spacecraft, we have to
provide a really strong case that we believe that we have confidence in the safety
of the system and that means that we must provide strong evidence. A strong
claim requires strong evidence.

And I've outlined some elements of those types of evidence-based
safety claims that should be present and that one could look for. The types of
things that we’re using at JPL and at NASA are based on the use of standards,
rigorous standards, and surprisingly many coding standards that are used for
critical software development are not based on risk-avoidance. They are more
stylistic and general in nature. At JPL we have developed coding standards that
are risk-based that try to exclude the types of failures that we have seen in
practice by preventing those types of coding patterns from being used in software
in the software that we develop. And we look for those types of -- we look for
compliance with these coding standards with tools, like we do mechanical
compliance checking, and that requires familiarity with state-of-the-art tools.

The use of static source code analysis technology, it’s fairly general
now. It hasn’t really reached all of the mission-critical and safety-critical
industries, really to my surprise, because it's a well-known technology. State-of-
the-art static source code analysis tools have been on the market for about a
decade now. They are extremely effective in catching residual defects, things
that don’t tend to show up in software tests in test beds. And so evidence that
they have been used in critical software development is really important. And
any use of formal design and code verification methods, which is my own

expertise in developing these types of tools, that allow you to do design
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verification very early in the design cycle.

That concludes what | had to say.

CHAIRMAN JACZKO: Thank you. We will now turn to
Commissioner Magwood for the start of questions.

COMMISSIONER MAGWOOD: Thank you Chairman. As | listened
to representatives from Areva and Mitsubishi talking about the process they’ve
gone through -- and reaching back to 2006 is | think when you first got started in
this process -- | can sort of hear the agony in your voice as you talk about the
steps you’ve taken to try to get to this point. That sounds like a long time, but |
remember having conversations about digital I1&C systems in fact somewhat with
NRC staff back in the late 90s, and a lot of these issues were coming up in those
conversations, even back then. And obviously we didn’t solve them back in the
late 90s, otherwise we wouldn’t be talking about them now. But it’s clear that this
is something that represents such a major shift in how we approach control
systems in nuclear plants, that this agency has sort of taken a very careful and
conservative approach to that change, and | think that’'s appropriate given the
technologies we’re dealing with. | think in the aerospace industry -- not so much
with space flight but more with aerospace generally -- there seems to be a little
bit more of an aggressive approach to incorporating technology. | think it was
even perhaps in the early 80s that we started hearing about electric jets. | think
the F-16 was the first one they called the electric jet, and that was kind of a big
breakthrough and everyone was really excited about that in aerospace. But even
though there were a few Luddites that seemed to think that maybe we’re moving
too fast and you never know what could happen with the software, in the

aerospace area they kind of punched through that and now it’s pretty standard to
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have very advanced digital control systems in aircraft.

Now, another place where there is a lot of digital technology being
used is overseas, and a question | have for both of you two is, when you look at
what’s been implemented in Japan and in France and in other countries, did you
find that the process of engaging with NRC was substantively different in how our
reviewers looked at these digital technologies versus how reviewers in Japan
and France have in the past looked at them and perhaps are looking at them
today? Keith, maybe you'd like to start.

MR. PAULSON: That’s a good question. The issue in Japan was
focused more on a recognition of paths for acceptability. Let’s just take as an
example what went on in this area of bi-directionality. It seemed that there was
an acceptance of certain approaches to dealing with bi-directionality that we’re
still discussing with the staff. | can’t tell you whether or not they reviewed it as
thoroughly as the staff believes they have to, but | think that there is a basis there
for getting feedback with respect to what they looked at and why they concluded
that what went on was consistent with an acceptable approach moving forward.
That would be a suggestion that | -- if you look at my last overhead, that | think --
there is a suggestion there of some interaction as to how some of these more
difficult issues were solved or addressed or what the stopping point was with
respect to their acceptance of a specific design.

MR. SLIVA: | agree it's an interesting question to address. Our
experience, because we were approaching I&C design in actually four different
Western countries, France, England, Finland -- which we now consider in the
West -- and the United States. The interesting thing about the regulators is

everybody has a slightly different pet peeve, so to speak. So, trying to achieve
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consistency among the four sovereign entities that are looking at the same basic
design has been a struggle. The common thread, though, is that the level of
detail required, which again varies. The process in France is much more akin to
the Part 50 process that we went through with the Gen-2 plants. The level of
proof therefore established to go forward with the design is less detailed than
we’re asked to provide to the U.S. NRC. Finland is somewhere in between. It's
kind of our modified Part 50 process with some proofs for Part 52 thrown in,
where there are some aspects that have to be proven in extraordinary detail to
justify going forward with design. There are other aspects of working with the
Finnish regulator that allow more of a Part 50 evolutionary process prove-as-you-
go type of mentality, and England just has almost a completely different
approach, though the concerns in the United Kingdom are closer to the concerns
raised by the NRC staff than the other two Western regulatory bodies. So, we
found it varies from country to country, and the greatest difference is the level of
detail on the design that we’ve been asked to provide in the different sovereign
jurisdictions, to satisfy the particular safety-authority regulator. We really have
not found complete equilibrium among the regulators, and the acceptability of
some aspects of the design in the United States is some items that are being
questioned, for example, in the United Kingdom.

Commissioner, | wish | could give you a better answer, because it
would make my life a lot easier, because | do have oversight of some aspects of
the European projects as well.

COMMISSIONER MAGWOQOD: | appreciate that. And Mr.
Chairman, | know my time is up, but I'd like to ask one follow-up. Again, for both

of you, if you can make just very brief responses -- both of you have mentioned
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that or alluded that there is technology that you leaving behind in going through
the process of having your systems reviewed by NRC. Are the changes that
you’re making to simplify your systems, are they the sorts of changes that, as we
go forward in the future, and as you have more time over the course of say a
decade or so to look to technology and meet the concerns of the reviewers, are
these things that can be reintegrated back into the system after the fact, and that
you can regain some of the functionality that -- if they are ultimately approved --
that you would like to see?

MR. PAULSON: Once again you are spot on | think in one of the
issues that we’re dealing with. But | think the answer to that is yes, | think it can
be, and in fact some of the changes that we’ve made for example like the
engineering tool, the attachment of the engineering tool continuously as opposed
to periodically is one that we can reevaluate along the way. | would hope also
that there is a reevaluation of some of the design modifications we’re making to
justify certain aspects of the design that could ultimately be simplified based on a
probability approach or a more detailed analysis. The staff has never said that
our approach is not acceptable. What they’ve said is it will take a lot of detail to
review the design, and what I'm hoping as we go through that process is we’ll
enlighten ourselves on ways to improve and simplify the design even more.

MR. SLIVA: | agree with Keith’s remarks, and we’ve had exactly
the same experience with the staff. The staff has not rejected any aspects of the
design. They have remarked to us that to go forward with the design -- we made
some modifications aimed at simplification that would require a significant
amount of time, and the proofs we would have to submit with the design would

probably be fairly difficult for us to do in a timely fashion. | do think, though, that
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we are looking at ways to continue to develop our designs so that those features
can be reintroduced with the proper level of proof as some of the regulations and
comfort is developed with digital design in the future.

COMMISSIONER MAGWOOQOD: Excellent. And | thank all of you for
your testimony today. It's been very helpful. Thank you Chairman.

CHAIRMAN JACZKO: Commissioner Ostendorff.

COMMISSIONER OSTENDORFF: Thanks Mr. Chairman, and |
add my thanks to Commissioner Magwood. This has been very informative. |
have three questions I'm going to try to get out here. | want to do this very
quickly, and pick up where Commissioner Magwood was headed in the concern
that comes across in the slides in your presentations about perhaps some sub-
optimization of safety features as a result of the regulatory process. | want to ask
Mr. Paulson and Mr. Sliva, is there one example -- if there is one -- from your
experience at Mitsubishi and Areva, where as a result of regulatory process you
feel like you have sub-optimized a specific safety feature that was part of your
|I&C design?

MR. PAULSON: | mentioned the engineering tool. The evaluation
of the engineering tool is something that | think is worth doing, especially having
continuous evaluation of the availability of systems because of its continuous
attachment. We have detached that specific system as part of the acceptance
and simplification process. As I've said, | don’t think anyone on the staff has said
that’s either bad or good. It’s just when it was attached it became a more difficult
process to review. So, | would say yes | think that there is the potential for
continuous evaluation of the performance of systems with the engineering tool

attached as something that may be worth looking at in the future.
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COMMISSIONER OSTENDORFF: Without that engineering tool, is
the function now performed through some other mechanism?

MR. PAULSON: It's not performed continuously. It is still there,
and we will -- part of the discussion with the staff is how often that we can go
back in and recalibrate or reevaluate the systems.

COMMISSIONER OSTENDORFF: Thank you. Mr. Sliva?

MR. SLIVA: | don’t think we would say that we’ve sub-optimized
safety. Taking advantage of digital technology, we had technology that | think
proposed a quantum leap from the systems that people are familiar with in even
the most advanced Gen-2 plants. In that huge leap that we proposed in our
design, we perhaps as designers just assumed -- just as the Jet Propulsion Lab
does -- that people would enjoy reading code. Well, maybe everybody doesn’t
like the concepts of advanced digital 1&C technology. It takes a little bit of time to
understand how that could be proven to be both reliable and effective, because --
you know, “Gee, this analog phone worked just fine. | could talk to my mother
every Sunday, just like | could on my digital phone today. | may not maybe know
where she is on my analog phone, but | could still speak with her.” So, we think
that it's incumbent upon us to demonstrate functionality of digital technology and
how that it could enhance the overall reliability and safety of the plant. | would
not say that the simplifications that we’ve made have compromised the safety of
the plant in any way, shape, or form. Certainly the staff has not pushed us in that
direction. In similar experience to MHI, Areva has now modified its approach
where we accomplish the same functions perhaps not on a continuous basis,
perhaps not the way an I&C engineer would love to see it performed, but

certainly we perform the same functions in other fashions. So | certainly don’t
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think in any way the safety of the plant was degraded or anything. We just need
to demonstrate, | think, that the technology could enhance the portfolio of
reliability of the plant. And we’re working on those proofs.

COMMISSIONER OSTENDORFF: Thank you. Mr. Patterson, in
your slides you talk about ISG-6 and concern about the level of detail required.
Are there other specific improvements or enhancements to the ISGs --
recognizing that they have been an evolutionary set of documents -- any other
ISG improvements that you think ought to be made by the staff?

MR. PATTERSON: Well one area that we’re looking at is the
sequencing of documents that’s required. Right now ISG-6 specifies a Phase 1
set of documents, a Phase 2, and then some Phase 3 for audit at the end. So
hopefully in the process of going through this we can look at the high-level
documents that you develop first and get a sequence of those. The NRC can't
review all of them at once, so what sequence of those documents is the best way
to do that? And then that would actually streamline the process for the project
and maybe shorten the project.

COMMISSIONER OSTENDORFF: Okay. Mr. Ray, do you have
anything to add from your experience at Oconee?

MR. RAY: No | don’t have anything specific to add to that.

COMMISSIONER OSTENDORFF: Mr. Chairman, | have got one
more question. Dr. Holzmann, | wanted to ask you a question here. From what
you understand -- and | realize you’re in the space community and so forth, not
necessarily following the nuclear community -- but from what you’ve heard today
and from what other experience you may have had prior to coming here today,

do you have any suggestions to the NRC staff on how to look at the software
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code issues that you have been working on with JPL?

CHAIRMAN JACZKO: Yes, well, | think I'm here mostly to
articulate caution, against underestimating the implications of using complex
hardware for critical applications, but there are techniques that can be followed,
so the emphasis in my presentation was on evidence based safety cases. So |
would emphasize not to underestimate the importance of that.

COMMISSIONER OSTENDORFF: Thank you, Mr. Chairman.

CHAIRMAN JACZKO: Commissioner Svinicki?

COMMISSIONER SVINICKI: | want to thank all of you for your
presentations as well, and | think I'll follow on a little bit on some of the questions
that were asked. We did hear the term -- | think at least one of you mentioned
the term "obsolescence." And as | think about the Commission meetings in my
time here that I've attended on Digital 1&C, my sense was some of the
Commission's early urgency on the issue going back to 2006, and | think this is
especially for the operating fleet, was this issue of obsolescence of analog
systems and supply chain issues. And so if | go back to the SRM that the
Commission issued in 2006, you know, it talks about developing the project plan
and establishing a regulatory framework that, you know, would allow licensees
and applicants to forward fit these digital enhancements. And | think there was
some urgency about that.

| also see that somewhat enshrined when | look at ISG-6 on the
licensing process where it says that we’re trying to develop a system here where
we will review compliance with the regulations and that public health and safety
will be protected. Then it goes on to say it's not intended that the review or audit

activities by the reviewer, include an evaluation of all aspects of the design and
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implementation of the 1&C systems, so as | think about the comments about level
of detail that I'm trying to think from previous Commissions, | think it was along
the flavor of, “Are we getting to a framework where if you’re submitting a design
to the NRC for a digital watch, are we looking at whether or not that watch
provides accurate time and is reliable as opposed to critiquing your design of the
watch that you sent us.”

So | think, Mr. Ray and Mr. Patterson, | might ask you what your
sense is in terms of the kind of level of review that we’re doing. And the other
comment I'd make is that NRC has a really good practice of doing pilots, and |
think the real challenge often, even after successful pilots, of the review of
something, is taking the lessons learned from that because the level of review
that we do in a pilot kind of review is, you know, the deep dives where we look at
the areas that are most relevant to our regulatory review, but we've got to
synthesize that learning. You do a different review in two pilots than you might
do in 30 license amendment requests, or | could see a future again with this
obsolescence issue where NRC might have a fleet operator come in with a fleet-
wide amendment to make digital upgrades. And so | would ask you of your
sense of our review, of level of detail, of our readiness, given the obsolescence
urgency of where we need to be as an industry and a regulator, and just throw
that open for some general commentary in my remaining time.

MR. RAY: | can go first on that. From Oconee’s perspective there
was a great level of detail in the review. We submitted 36,000 documents --
pages of documentation to be reviewed. Even though the number of official
questions, about 111 official questions, a lot of back and forth between the staff --

the two staffs, | think they had a very good working relationship. We actually set
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up a file server so we could pass documents back and forth, keep the reviewers
in the loop of everything that was going on. There was some, you know, evolving
guidance at the time, so we had to stay on top of that. But being a first plant, we
understood the amount of review that needed to be done, but it was significant.
The SER came out later than we wanted it to in order to meet our first schedule,
we ended up delaying the project one refueling cycle about 18 months, one unit,
the last unit, | think it ended being delayed two years, and the cost ended up
being almost twice as much as we originally expected it to be. But looking back
on it, | would say the relationship between the two staffs was very good. They
worked through those issues of being a first time plant. And it's understandabile,
and | would hope that before we have set up proc